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Implementation of a Real-Time Frequency-Selective
RF Channel Simulator Using a Hybrid
DSP-FPGA Architecture

Mark A. Wickert, Member, IEEEand Jeff Papenfus§ember, IEEE

Abstract—A low cost frequency-selective RF channel simulator
architecture is explored in this paper. The technique of quadrature
amplitude modulation (QAM) by independent low-pass filtered
white Gaussian noise sources forms a rational function approx-
imation (RFA) to the desired Doppler spectrum for flat Rayleigh
fading. To simulate frequency-selective fading, this QAM/RFA
architecture may be extended by combining delayed outputs from
multiple flat fading generators. In this paper, the noise shaping
filter considered is in the form of an infinite-impulse-response
digital filter followed by an interpolator (upsampler) using linear
interpolation. The performance requirements are those in the
standard channel simulator section of TIA IS-55-A. The system
is implemented almost entirely in the digital domain by use of
IF sampling, with the signal processing performed in a high-end
floating-point digital signal processor and a field-programmable
gate array. The theoretical performance of the simulator is studied
with respect to the TIA standard, and limitations of the hardware
prototype are identified. A system capable of simulating 12 delay
taps, with a processing bandwidth of 5 MHz, can be built at about
one-tenth the cost of commercially available channel simulators of
comparable performance.

Index Terms—Mobile radio channel, Rayleigh fading channel,
simulation techniques.

. INTRODUCTION

D

radio channel are presented. The two most frequently cited tech-
nigues for generating Rayleigh flat fading in a channel simu-
lator are a discrete approximation to the desired power spec-
trum (often referred to in the literature as the Jakes method [1],
[2]) and quadrature amplitude modulation (QAM) by indepen-
dent low-pass filtered white Gaussian noise (WGN) sources [1],
[3]-[5]. Since the second method uses realizable low-pass filters
to shape the spectrum, the transfer function is of rational form.

In this paper we discuss a digital-signal-processor (DSP)-
based channel simulator that uses a rational function approxi-
mation (RFA) by employing an infinite impulse response (lIR)
digital filter followed by an upsampler and interpolation filter.
The computational burden of this particular implementation is
low when compared to the Jakes method, yet statistical perfor-
mance is good. The general performance goals in this paper are
the requirements called out in the standard channel simulator
section of TIA IS-55-A [6].

The available channel simulators onthe markettoday are com-
plex and costly (from $24 000 to $500 000 [7]), often requiring
several circuit cards and multiple processors. Recent increases
in the performance of DSPs and field-programmable gate arrays
(FPGAS) suggest the possibility of greatly reducing the cost and
complexity required in implementing a channel simulator. This

ESIGNING a modern wireless communication systefaper presents a summary of the background theory, DSP de-
is a formidable task. Today’s users demand good Voiggyn jssues, prototype implementation, and test of a low-cost

quality, have a low tolerance for busy signals or dropp&da-time frequency-selective RF channel simulator.
connections, and desire error-free high-speed data transmisrpe following sections of this paper will first overview the

sion. For a system to efficiently meet these requirements,yisic theory of mobile radio multipath propagation and the RFA
must perform well in many different environments where thgmylation technique. Secondly, the real-time DSP architecture
radio propagation characteristics vary considerably. Ensurigg) pe described, which results in a prototype simulator. In Sec-
a product's performance requires not only analysis and Sifn i1, performance results are given, both in terms of theory
ulation, but also prototyping and testing. Unfortunately, fieldnq experimental results from the prototype. Lastly, conclusions

testing a wireless product in all of the possible radio enviropng suggestions for further investigation and implementation
ments is cost prohibitive and time consuming. A much mojgsrovements are given.

practical approach is to use a real-time channel simulator that
may be configured to emulate the various radio propagation
characteristics encountered in the real world.
In the classic book edited by Jakes [1], several techniquesSeveral methods exist in practice for simulating the RF
for simulating the flat fading Rayleigh statistics of a mobil€hannel environment. All of the methods are based on observa-
tions and measurements of signal propagation in the end-user
. . environment. The most computationally efficient method, and
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: The maximum Doppler frequency, denotgd, is the vehicle
G‘aAl./ngst?an = velocity times the carrier frequendy divided by the speed of
S"é‘ﬂfcee i e é light. The QAM representation of (1) results in baseband signals
I(t) and@(t) modulating the carrier frequency to produce
I - .
- [0 Dogree e E, = I(t) cos(2m fot) — Q(t) sin(2m fot). 2
In - ggliattsgr > Out The in-phase and quadrature signls and((t), respectively,
| - are each the result of low-pass filtering WGN. The filter cutoff
" frequency is related to the desirgg being simulated. The en-
White ? veloper = /12 + 2 has a Raleigh probability distribution.
Gaussian | 123 Assuming the receive antenna is a vertical monopole and the
Source power distribution is uniform over the arrival angle, the power
spectrum off and( is the well-known bathtub shape [1]

Fig. 1. QAM method for flat channel fading. 3 f 97 —1/2
1-( — , < Jm
Delay Sf(f):SQ(f): 7rfrn [ <f7n> ] |f| f
QAM Flat .
Fading 0, otherwise.
3)
QAM Flat
Fading Related to (3) via the inverse Fourier transform is the autocor-
RE relation function of the and@ components
In QAM Flat
Fading 3
: Ri(7) = Rg(r) = 2 bJo (27 fnT) 4
: whereJ; is the Bessel function of the first-kind of zeroth order.
Q,ﬁ\a“f,i,fgat The second-order statistical characterization of the flat fading

Rayleigh channel, as embodied in the power spectrum of (3)
Fig. 2. Frequency-selective QAM method. or autocorrelation function of (4), is the foundation of all base-
band channel simulators. When the angular spread is no longer

may be extended by combining delayed outputs from mump\@iform, as is often the case in rural and suburban settings, the
flat fading generators (Fig. 2). autocorrelation function of (4) must be modified. In this paper,

Examples of the QAM method are abundant in the literaturdOWEVer, we use (4) since it is the basis for hardware perfor-

They range in complexity from a fully analog flat fading sim/mance testing in most wireless standards.

ulator to an IF sampled frequency-selective channel simulator*NOther quantity of interest is the autocorrelation function of

described here. All of the frequency-selective implementatioH Phas® = tan™"(Q/I). The autocorrelation function of the

require complex hardware consisting of several circuit car@§aSe can be written as [1]

with multiple processors. For example, the NoiseCom MP-2500 1 2

Multipath Fading Emulator [8] uses the QAM method with up tdie(7) = o sin ! [p(7)] +6 {% sin ! [p(7)] }

12 delay paths. It consists of 11 circuit boards, not including the o

RF circuitry, cooling fans, or external computer interface [8]. 9 Z p= (1) (5)
n=1

3
4r? n?
A. Theory

The theory of mobile radio multipath propagation is develheren(r) = Jo(2m frm7)

oped in [1]. Here, it is assumed that the signal arriving at tﬁ@z funct|c|>n of (ﬁ)' o f ical is th
mobile receiver results from the linear superposition of plane h envelope characterization of practical interest is the enve-

waves of random phase. Since the receiver is in motion, e gRe level crossing rate (LCR). The LCRy characterizes the

plane-wave component has associated with it a Doppler ﬁ%\(e_rggedrgte ‘.F"t WT'Chl the_en\r/]eloperr]osses a levelt in the
quency shift. Here, we assume that the transmitted signal is \Rpsitive direction. In [1], itis shown that

is the unit normalized autocorrela-

tically polarized and, in the absence of modulation, has received bo 42 — 42
an electric-field component of the form Ng = \ 7bo Aem = V2r fmAe” ©
N
here
EZ = EO Z C’n, COS(wot + e'n) (l) v o0
n=1 b, = (27r)"/ Si(Hf"df ()
0

whereE,C,, is thenth wave amplituded,, = 27 f,.t + ¢p, fn
is thenth wave Doppler frequency, anfl, is a random phase is thenth spectral moment of thé or ¢ Gaussian processes,
uniform on[0, 27). S1(f) being the power spectrum 6ft), andA = R/, being
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From Gaussian ) To The /¢ Doppler power spectrum, in the discrete-time domain,
Noise Source | 2nd Order | | o o (o Linear  [Modulator .
——»{Chebyshev [~ - | L interpolation—> is of the form
Butterworth
Type 1 FIR 5

S (e /sy =62 = ‘ Higp (727202 ) Hyp (727915 |
Fig. 3. Shaping-filter realization. 0< f<fs/2 (11)

the ratio of the threshold to the rms envelope level. The fin4in€refs is the sampling rate in hertz, ang, is the variance of

result in (6) is obtained by inserting the spectrum of (3) intd'® INPUt WGN. _ _
(7), and evaluating, and,. This simplification is significant ~ NOt€ that the upsampling operation compresses the frequency
since it tells us that the LCR is directly related to the maximuffgSPONse ofinr Dy the factorL, thus, the IIR low-pass re-

Doppler frequency by the ratio of second-to-zeroth spectral m%t_)onse_is rgpeateﬁ/2_times on the interval0, 1/,2]' The in-
ments. i.e., terpolation filter following the upsampler should ideally remove

all replications ofH g, except for the baseband portion, but the
1 [2b linear interpolation filter has only gsin(Lz)/ sin(z)|?> mag-
27V b nitude response. Undesired replication terms do pass through
Hiy, but as we shall see later in Section lll, these terms are
The TIA 1S-55A standard channel simulator specification [&)pically small.
sets tolerances that a hardware simulator must meet or exceetb calibrate the filter to achieve a desired Doppler frequency
with respect to (3), (5), (6), and (8). The specification is writtefi, | the spectral moments, andb, are calculated using a dis-
with hardware simulators in mind, but applies equally well tgrete-time version of (8)
purely software-based simulators. A key aspect of this specifi- /2
cation is that the simulated Doppler frequency must satisfy (8). b, = (27r)"/ s ‘H(e]’Qﬂ—f/fs) 2(f/f5)n df  (12)
Additionally, the simulated power spectral density must have at 0
least 6 d.B of peaking abow#;(0) and have rolled off at least for a particular IIR filter 3-dB cutoff frequency,. If f,,, from
3(.) dB with resp_ect FCSI(O) for f > 2f. There are many re- 2) is not within the desired tolerance, then the cutoff frequency
alizable approximations to (3) that meet these conditions. B the IR filter is changed and a second iteration commences.

of these conditions only partially constrain th&) power spec- Iteration via a bisection algorithm continues until a filter giving

trum. The ratio of spectral-moments condition insures that props; acceptabld,,, results
m .

erly calibrated threshold crossings will occur as well. Addition- The unit normalized autocorrelation function at the noise
ally, the phase autocorrelation function must match to Withif'ﬂter output should ideally belo(27 f.k/ f,), wherek is the

a+0.1 tolerance, the true phase autocorrelation function (5)|§b value in samples. The noise shaping filter produces the
fm7 = 0.01 and0.15.

fm =

discrete approximation tp(¢)

B. Implementation Architecture R
P Pl = =4 (13)

The QAM method RFA noise shaping filter chosen here is c[0]
based on [9]. In Fig. 3, we see an IIR filter in cascade with gQpere
upsampler and a finite impulse response (FIR) linear interpola-
tion filter. The combination of Chebyshev and Butterworth IIR c[k] = Zfl{H(z)H(l/z)} (14)
filters was chosen based on the requirements of the TIA IS-55A
specification described earlier. Upsampling and interpolation BpdZ ~* is the inverse-transform operator. The corresponding
L significantly reduces the number of calculations needed in thbase autocorrelation function approximation will be examined
simulation. in Section III.

The Chebyshev/Butterworth shaping-filter synthesis is de-
scribed in detail in [10]. To summarize, the digital IR filterC: Prototype Hardware Issues
is derived from an analog prototype using the bilinear trans-The target bandwidth of the prototype system was 5 MHz.
form. For analytical purposes, the effective system function @his number was deemed appropriate for encompassing the

the noise shaping filter is given by development needs of evolving third-generation wireless stan-
. dards. Building an analog system to accomplish the multitap
H(z) = Hur(2")HLn(2) (9) delay line and fading generators proves to be prohibitively

) ) expensive at higher bandwidths. In addition, the accuracy and
whereHigr () is the system function of the Chebyshev/Buttetrapeatability increases as more of the design is moved into the
worth filter cascade anflL.x(z) is the system function of the gjgital domain. Thus, an IF sampling architecture was chosen
FIR linear interpolation filter. The impulse response of the linegg, this design. Implementing a digital system with 5 MHz
interpolation filter is the causal triangle sequence of bandwidth requires a sampling rate of at least 10 MHz

nal 0<n<L—1 according to the Nyquist sampling theorem. This sampling rate

’ - = is easily achievable with today’s high-speed and low-cost A/D

hun[n] = ¢ 2L —1—mn, L<2L-2 (10) converters and D/A converters. The bottleneck for this system
0, otherwise. arises from the amount of processing required on the digitized
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the inner loop of the polyphase FIR interpolation filter. The ex-
ecution of this loop in a DSP requires four loads, two additions,
two multiplies, and one store; for a total of nine instructions.
Assuming that today’s very long instruction word (VLIW) DSP
Raﬁz)u architectures can execute some of the instructions in parallel (a
L : complicated issue determined by factors such as pipeline de-
° lays and allocation of instructions to separate arithmetic logic
units), this operation could be executed in as few as two cycles.
The absolute best case is for the fastest available processor, i.e.,
Fig. 4. Polyphase interpolation. the Texas Instruments Incorporated TMS320C6701, which has
eight parallel execution paths, two of which may perform mul-
Rlies [13]. This assumes that the pipeline is kept full 100% of

O R T
[ ]
[ 4

Rate £,

signal. Even with the advances made recently in DSPs, it is i

not feasible to implement the entire frequency-selective fadiffge ime. A more realistic, yet still somewhat optimistic, esti-
system in a single processor mate would place the number of cycles at four. Given that each

A significant portion of the processing power, measured fP delay has botl and components, the estimated number

millions of instructions per second (MIPS), required by the sinfl Cycles per tap for the inner loop of the FIR filter is eight.
ulator is attributed to the interpolation of the low-bandwidtrpince the system clockiis 1_60 MHZ and the minimum sampling
Doppler spectrum up to the IF of the system. Since the Dopp@te for the desired bandwidth is 10 MHz, this means that each

spectrum must be convolved with the input signal spectrum, §iding generator must output a value every 16 clock cycles. This
multiplied in the time domain, this requires that the two Siga_\nalyas constrains the number of taps in the multipath model

nals be represented in the digital domain at the same rate (W0 in the very best case if the DSP must do all of the pro-
ssing. This result is what led to the inclusion of an FPGA in

other words, one sample from the fading generator must be ) X
multiplied by a corresponding sample of the input signal. THQe systemtoincrease the number of available MIPS. The FPGA

Doppler spectrum for mobile speeds of interest is typically |e§§celerqtes the in;erpolation and multiplication processes by im-
than 2-kHz wide [1], while the minimum digital IF for a signalP'émenting them in parallel. o ,
bandwidth of 5 MHz is>2.5 MHz. The resulting interpolation _ 1ne final system architecture, as shown in Fig. 5, consists
factor is on the order of 1000. of three hardware components. A standard PC provides the
The process of interpolation is described simply as increasiR§PP!er shaping-filter synthesis, amplitude scaling, and the
the sample rate of a previously digitized signal by estimatirﬂjaph'cal user interface (GUI). A Texas In§truments Incorpo-
the analog signal’s trajectory between the available sampf@é‘?d TMS320C6701 EVM DSP board, which connects to the
and placing additional samples along this estimated trajectdpy- S P€ripheralcomponentinterconnect (PCI) bus is responsible
This process may be accomplished efficiently and accurately §§f the random number generator, Doppler spectrum shaping
simply placing zeros between the known samples and filteriffje!> @nd the first interpolation stage. An AED100 daughter-
the resulting sequence with a properly designed FIR filter, 892rd from Signalware contains the A/D and D/A components,
we see in the last two blocks of Fig. 3. One interesting point f> Well as the FPGA for the tapped delay line, multipliers, and
note from this process is that the FIR filter must have a memof§}@! interpolation stage of each fading generator. _
or length, long enough to span the distance between the knowr] N€ System employs bandpass sampling of a 70-MHz inter-
samples. In the case of the channel simulator, this would requifédiate frequency signal with up to 5-MHz bandwidth. The
an FIR filter of minimum length 1000. Using a polyphase filtePandpass filter is a surface acoustic wave (SAW) device. Band-
representation, as described in [11], reduces the complexityRGSS Sampling theory states that a signal may be sampled with a
this filter considerably. The polyphase filter model is showfft€ that is much less than the highest frequency component of
in Fig. 4, where the coefficients of the polyphase filtaygn] € inPut signal without aliasing, provided that [14]
are related to the coefficients of the original interpolation filter

hln] by nfs+B<2f, <(n+1)f, — B (16)
hpln]=h [nL + p] . (15)
wheren is a positive integer an® is the bandwidth of the
The advantage of the polyphase structure is that it performs gignal. This under sampling process effectively translates the

filtering at the lower sampling rate. input signal to a digital IF, which is an alias of the input signal,
Even with the efficiency improvement of the polyphase filtems shown in Fig. 6.
implementing an interpolation on the order bf = 1000 in For this design, the sample clock is 11.1 MHz, thereby setting

real time is still impractical. A more efficient approach is tahe input frequency range from 66.6 to 71.6 MHz, with a digital
perform the interpolation in multiple steps [12]. This reduces tHE of 2.5 MHz. An analytic signal is derived by splitting the
complexity to a more reasonable level for realization in a DS$gnal into two paths and Hilbert transforming one path with an
chip. Thus, designing the interpolation becomes an exerciseagsymmetric FIR filter, while introducing the equivalent group
optimizing the number and lengths of the interpolation stageslelay in the second path via an FIR all-pass filter. The resulting
Specifically, for the channel simulator, the number of praanalytic signal enters the tapped delay line where user-selected
cessor cycles required to perform the interpolation is dictated Bglays are introduced. The delayed signals are each multiplied
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Fig. 5. System architecture.
Xn wheref, a uniform on thd0, 27] random variate, is also gener-
ated using theand() function. To speed up the implementation,
L L L L S S I atable ofR values is stored in the EVM memory along with co-
s sine and sine tables.
Each output from the random number generator has its
PP R A R L e P spectrum shaped by the IIR filter. The mobile speed and carrier

frequency parameters are input by the user through a host PC
//\/\\//\/\\//\‘/\\//\/\\//\/\\ GUI application. The filter coefficients for the Doppler shaping
PN VI "ANPIND NP ANVINN SV "AN S lIR filter is calculated on the host and downloaded over the PCI
foir bustothe DSP card. The firstinterpolation stage is accomplished
in the DSP by using the FIR polyphase representation of a linear
Fibg. 6. gsing bandpass sampling to digitize and frequency translate a Sigﬁﬂerpolation filter. The second interpolation stage is also a
aboutf down to fouw linear interpolator. Due to the high sampling rate, this stage is
implemented partially in the FPGA. The impulse response for
in the time domain by the independent fading generator signalse second interpolation stage is of the same form as that in the
as shown in Fig. 5. first stage, but is realized differently. The DSP calculates a slope
The fading generator consists of the random number garalue between the previous and current samples output from the
erator, two interpolation stages, and modulator. The randdirst interpolation stage and writes this slope value to the FPGA.
number generator creates two WGN random number sequendds FPGA increments an accumulator by the slope value on each
This method is based on the C language compiler’s built-gample clock cycle to obtain the output signal.
rand() function. Therand() function generates uniformly dis- Once the interpolation of the Doppler spectrum is complete,
tributed random integers, which are converted into a Rayleigie resulting/ and@ components are multiplied by the corre-
distributed random variable by inverting the Rayleigh cumulaponding components of the sampled and delayed input signal.
tive distribution function to obtain Thel and@ product’s sum to complete one tap of the multipath
simulator. Each additional tap repeats this process with the out-
puts being summed together immediately before the D/A con-

R =/~20%log, (1 — rand()/RMAX) (17)  verter. An analog third-order Bessel low-pass filter is used for
baseband reconstruction.
Whereo—2 sets the Variance Of the Ray|e|gh Variates aMdX |t iS WOI‘th noting that the fleXIblllty Of the arChiteCture a.”OWS

is the maximum random number generated byrthei() func-  reconfiguring the system for use with Doppler spectra other

tion. The resulting uncorrelated outputs are generated usingthan (3) simply by reprogramming the filter coefficients. Fur-
thermore, the system hardware is not limited to using the QAM

method. It is feasible that the popular Jakes method could be
X =Rcosf and Y = Rsinf (18) used as well.
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8 kmv/h Simulated I/Q Doppler Spectrum using L =74 Phase Autocorrelation Function for 50 km/h Design
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Fig. 7. Simulated Doppler spectrum (magnitude response squared of nqige g Normalized phase autocorrelation function showing both ideal theory
filter) in decibels forv. = 8 km/h. The unfiltered upsampler response and 4 the noise filter approximation with the 50-km/h design.
interpolation filter response are also shown.

Ill. SYSTEM PERFORMANCE 10°

First, we consider the theoretical performance of the simu-
lator for conditions called out in [6]. Next, actual performance
results for the hardware prototype are presented.

A. Theoretical Results 10° m—

Consider a carrier frequency fixed at 881 MHz and a samplingg 1 - \
frequency of 19.2 kHz (or in a data-link simulation 19.2 kb/s at= //_ el “\
one sample per bit), which is appropriate for a pure baseban 10 ="
channel simulation. The minimum acceptable filter cutoff fre- //’ \
quency is constrained to be no smaller than 0.025, thus forcin 2| | \
the upsampling factak to adjust accordingly. To obtain a sim- / ‘\\

ulated Doppler frequency of 6.51 Hz, which corresponds to ¢
velocity of 8 km/h at 881 MHz, requires that= 74. The effec- 10°
tive Doppler spectrum that the 8-km/h filter noise filter design ~ *° % % & 2(;2,2910(;,%,“8:33 o0 s
produces is shown in Fig. 7. The raw upsampled IIR response is

shown, as well as the frequency response ofithe 74 linear Fig. 9. Measured (dashed) versus theoretical (solid) LCRs.

interpolation filter.

InFig. 7, we see that the first replication of the lIR response {amic range is desirable because the multipath environment typ-
passed by the linear interpolation filter, but is greater than 60 qlga”y causes fades greater than 40 dB. This could easily be im-
below the dc spectral level. We also see that the desired |S'5|'§P%mented by integrating 10- or 12-b A/D and D/A converters.
peaking of 6 dB is present and the 30-dB rolloff condition ishe prototype is limited to three delay taps due to the amount
also satisfied. Rejection of spectral images as a result of R'S‘ﬂogic in the FPGA. This prototype uses a Xilinx XC4044XL
interpolation filter holds a. increases to very large values, aPart with a maximum of 80 000 logic gates. This component is
required in the hardware prototype. at 97% capacity with three taps and a maximum delay spread of

In Fig. 8, the normalized phase autocorrelation function igout 20,s. Given this limitation on FPGA resources, the
shown for a vehicle velocity of 50 k/h. Af,,,7 values of 0.05 gelay spacing is not dynamically reconfigurable in the proto-
and 0.15, we see that the expected performance is easily Witjife. A new FPGA file must be loaded into the FPGA for each

the IS-55A tolerance of-0.1. desired delay configuration. These limitations could be easily
. overcome by upgrading the FPGA on the daughter board. The
B. Experimental Results state-of-the-art Xilinx Virtex FPGA has a capacity greater than

Recall that the hardware prototype system has a bandwidtimillion gates. With this factor of 50 increase in capacity, it is
of approximately 5 MHz with a delay tap spacing of less thasafe to assume that 12 configurable tap delays could be imple-
100 nanoseconds. The fading statistics of each tap comparenf@ented in the FPGA. The DSP has enough available bandwidth
vorably with test specifications in the TIA IS-55A performancéo easily accommodate 12 taps.
standard for mobile stations [6]. The measured LCR is com-Fig. 10 shows the measured Doppler spectrum for a simulated
pared to the theoretical in Fig. 9. The dynamic range of the preignal with mobile velocity of 100 k/h and carrier frequency of
totype is limited by the 8-b A/D and D/A converters. More dy850 MHz. The 3-dB bandwidth is approximately 150 Hz and
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IV. CONCLUSION

In this paper, we have presented a real-time DSP approach
for a frequency-selective mobile radio channel simulator. An
RFA to the true Doppler spectrum is implemented using QAM
with IF sampling. In particular, the noise shaping filter is im-
plemented as a cascade of an IIR filter, a datgpsampler, and
simple linear interpolation filter. A cascade of polyphase FIR fil-
ters efficiently implements the linear interpolation filter for large
L. The performance of this approach was found to be favorable
with the 1S-55A specifications, and although not as theoretically
exact as the commonly used Jakes method, it is computationally
very efficient.

: The equivalent cost of the hardware prototype is much less
than current commercial simulators, in spite of the fact that this
implementation has some inefficiency due to the number of un-
used parts included in both the DSP board and the daughter-
board. Integrating the system onto one custom printed circuit
board and eliminating unused parts could reduce the cost con-
siderably. It is believed that this system could be built in small
quantities for as little as $2000 per unit. This does not include
the cost of the PC or the signal generator used for the local os-
cillator, which are common items in most engineering laborato-
ries. When compared to the cost of the commercially available
channel simulators, this is a reduction of at least one order of
magnitude.

Improved performance from the prototype will require in-
creased precision A/D and D/A converters. It is proposed that
a more optimal lIR filter be considered. One approach is to con-
sider the filter design as a constrained optimization problem.
Subject to performance specifications/constraints, the error be-
tween the true autocorrelation function and the filter generated
the peak is approximately 60 Hz from the carrfer which is  value can then be minimized. Future testing requirements may
roughly 75% off,,.. These values are consistent with the desireflso dictate that angular spreads more representative of rural
results. and suburban environments be available in channel simulators.

The characterization of the delay properties of the channgbrk on developing appropriate RFA models for these cases is
simulator is based on the sliding correlator measuremeflo of interest. In any case, it will be desirable for the overall
system [2]. Since a spread-spectrum sliding correlator mar filter order to be kept low so as to insure low computation

surement system with the desired frequency range was @gtints, or equivalently provide many simulated RF paths per

available for use in this testing, a system using a global syste&ygp processor.

for mobile communications (GSM) transmitter and receiver

was implemented. The transmitter outputs GSM access bursts

during one time slot of each frame. Each access burst contains _ , o
S . . . . . [1] W. C. Jakes, Ed.Microwave Mobile Communications New York:

a training sequence with good correlation properties, which is™" |\ e press 1974,

used for timing advance measurements in the GSM reverse link2] T. S. Rappaport,Wireless Communications Principles and Prac-

[15]. A hardwired signal from the transmitter to the receiver  tice. Englewood Cliffs, NJ: Prentice-Hall, 1996.
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Fig. 10. Measured Doppler spectrum.
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